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0 Introduction

This document outlines the conceptual design considerations and expected functionality of the Inner Detector Beam Conditions Monitor (BCM). The BCM is part of the radiation monitoring system inside the Inner Detector and the ATLAS Radiation Monitoring. The goal of the BCM is to

· Provide a monitor of beam conditions as an early warning system during the inital startup phase of ATLAS and the accellerators for beam instabilities and as a mean to protect the equipment, suitable alarm level may be used to trigger a beam abort

· Provide feedback to the accellerator about the beam conditions very close to the IP

· Monitor instanteaneous rates of collisions, background and accidental beamloss on the TAS

Part of this functionality requires the sensitivity to individual particles, hence the sensitivity of the detector and electronics to single MIP signals. The inital arrangement forsees 4 detector at +Z=1.88m and 4 detectors at –Z=1.88m at a radius close to the beam pipe. This placement provides the required sensitivity and time-of-flight path between the two detector sets. Initally we forsee an equal phi-positioning of the 4 detectors on each side, though this is subject to available space and mounting scenarios.

1 Type of measurements 

To provide above functionality we will use the analog and the timing information of the 8 sensors. We plan to carry out the following measurements with off-detector electronics in real time: 

· Coincidence counting of collisions near the IP and accidental hits on the TAS of either side of Atlas. The goal is to provide simple counter information in particular during the startup and initial running of LHC

· Analog amplitude measurements for the number of particles in the BCM originating from collisions and from hits on TAS. The later one will be used as the main source for warning and alarm levels in case of beam instabilities.

1.1 Timing and Coincidence Measurements 

During normal running, and in particular during the early low luminosity operation of LHC, we plan to monitor rates of collisions, background and accidental hits on the TAS. The overall schematic logic is shown in figure 1. It is based on an OR of the four BCM signals on each side. The OR from each side is then used to form a coincidence between Side A and C for interactions near the IP and for particle showers from hits on TAS. They will be destinguished using suitable delays for the input signals to the coincidences.

This provides a basic counting of collisions near the IP and for showers originating from proton hits on the TAS. The collision counting is deemed useful inparticular during the initial setup of the machine and running at lower luminosities. (At full luminosity this counting saturates at 40MHz). For TAS hit counting we rely on the TOF time difference between the BCM positions on Side A and C, which should be close to 12.5ns to make them destinguishable from regular BCOs.

1.2 Analog Amplitude Measurement

For counting collisions at high rate and for detection of beam instabilities or large background we plan to monitor the analog amplitude produced by the BCM. In these cases each BCM will be transveres by more than one charged particle (assuming an approximate size of 1 cm2). The analog amplitude therefore provides a measure of the approximate number of particles hitting the detector, hence a measure for the total number of collisions, accidentally lost protons or high upstream-background rates.

We plan to sample the analog signal at 40MHz (12-16bit?) for each BCM three times per BCO with suitable delays to adjust for collisions and hits on the TAS on each side of Atlas. The analog gain should be adjustated to resolve single MIP signal but also cope with high ionization signals, e.g. through a logarithmic transfer function, due to accidental beam losses. In case of large accidental beam losses an input protection maybe needed at the preamplifier level. The ADC content should be buffered to obtain a limited time history for of BCM. An number of sample equivalent to 25 turns (e.g. 1Msample) seems advantagous.

The ADCs are followed by a Beam Logic Amplitude Analyser (AAA) to process the input of the 8 BCM signals. The AAA should function in real time. The AAA should store and transmit only relevant information for the rate increases and latest values of number of hits from collisions and TAS losses. This information should be obtainable deadtime free. For debugging purposes and programming purposes a second link to the AAA can be used to retrieve a direct copy of the ADC buffers contents (not deadtime free) and upload configuration and programs.
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Figure 1: Schematics of logic for BCM

From the ADC values the number of hits coming from collisions and TAS losses shall be calculated and their instanteanous rate counted. From the rate of TAS losses we want to obtain as fast “warning” signal and, separately, a fast “alarm signal”, both with programmable thresholds. The fast alarm level signal can be used to trigger a beam abort under certain circumstances. In case of a beam abort or alarm level the “history” leading to that condition shall be kept (e.g. through a memory dump of relevant ADC and counter buffers)

2 Detectors and Frontend-Electronics

Preliminary prototype tests have been carried out using polycrystalline CVD diamond (pCVD) detectors, developed by RD42 in cooperation with Element Six Ltd UK, together with high-bandwidth (2 GHz) front-end current amplifiers. The CVD diamonds were 500m thick and had a charge collection distance of 190m. The detectors and FE amplifiers were tested in a proton beam (55-200 MeV kinetic energy) and the results are reported in reference [1]. We propose to use diamonds with similar characteristics for the BCM.

Based on those test results and ongoing work between Atlas and CMS BCM groups we propose to use the following configuration:

Each of the 8 BCM detectors is build from two pCVD diamonds, with a total size of approximately 13x13mm and an active area of 10x10mm2. The two detectors are mounted back-to-back with their HV contacts facing each other, which are used to bias the detectors. The signals are readout from ground-side contact. The signals from the two diamonds are passively summed together to increase the amplitude per MIP by approximately a factor two.

Each of this double-detector assembly is readout by a fast current amplifier. Based on the prototype test results we would like to achieve a most probable signal-noise ratio (S/N), defined as most probable current amplitude over r.m.s. noise, of 6:1 or higher. During the early protptype tests, we used a commercially available amplifier with very high bandwidth (2GHz). In order to improve S/N, we propose to prototype a further commercially available FE amplifier with smaller bandwith (e.g. 500MHz) for improved noise performance. The precise details like peaking time need to be defined but we aim for a total baseline restoration time of <8ns (signal-rise + fall time + time for baseline restoration if the signal is followed by an undershot) after the detector is hit by a particle. As a dynamic range we propose to resolve signals in the range of 1 to 75 MIPs with good (not necessarily equal) resolution and be able to detect and cope with very large signals associated with accidental beam losses (beam abort failure and significant beam loss on TAS)

If a radiation-hard FE amplifier solution can be found, it seems advantagous to place the FE amplifier as close as possible to the detectors and integrate detectors and FE-amplification in a single low mass ceramic support with direct signal and power cable attachment (no connectors). If a suitable radiation-hard version can not be achieved, we propose to place a radiation tolerant (PP2 location compatible) FE-amplifier at the PP2 location behind the first muon chamber (close to Pixel PP2) and readout the BCM analog signals through low-attenuation coaxial cables (e.g. Helioflex 8mm OD). 

The total assembly close to the IP (detectors + FE eamplifier in the first case) should be smaller and 2x3cm2 (?) and have an average radiation length of less than 3% X0 (?) excluding the cables. In general types of material should be chosen, which avoid unnecessary activation of components at location close to the IP and PP2 and are complient with Cern rules for underground installation in Atlas.

3 Location of system components

The detector and electronics is expected to operate at the environmental temperature present at the location (approximately –7C if placed inside PST or SCT volume , room-temperature otherwise). No dedicated cooling is forseen and detectors and FE-amplifiers are expected to receive sufficient cooling through their support structure and convention.

For each the 8 BCM detector/FE amplifier assembly we have forseen the following services in the ID service inventory (ref. [2])

· 1 coaxial signal cable 8mm OD (e.g. Helioflex) per quadrant, total 8

· 1 multi-core power cable (HV+LV) 5.5mm OD (e.g. SCT type II power cable) per quadrant, total 8

The precise placement of system components needs to be defined with the responsible Atlas coordinator and project engineers in cooperation with designers of electronics and detector parts of the BCM. Currently we forsee (for discussion purposes) the following locations:

	Component
	Location and constraints

	Detector
	Close to beam pipe at Z=+/- 1.88m, Radius to be defined together with Pixel PE and contingent on support possibilities

	FE-amplifier
	On detector support if radiation hard,

Next to Pixel PP2 behind first muon-layer if radiation tolerant

	ADC, buffers and timing signal buffer ampifiers 
	Next to Pixel PP2 behind first muon-layer (radiation tolerance required)

	Timing coincidence logic
	UX15 for in case of a radiation tolerant soluition as part of the ID DCS system (USA 15 (shortest possible cable run) if the electronics is too complex for a radition tolerant layout

	Beam Logic analyzer
	USA 15 (UX15 (in case a short cable run is required and suitable radaition tolerance is found)

	Power supplies and control interface
	USA 15
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