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Abstract

Beam conditions and the potential detector damage resulting from their anomalies have pushed the LHC experiments to plan their own monitoring devices in addition to those provided by the machine. ATLAS decided to build a telescope composed of two stations with four diamond pad detector modules each, placed symmetrically around the interaction point at z=±183.8 cm and r~55 mm (η~4.2). Equipped with fast electronics it allows time-of-flight separation of events resulting from beam anomalies from normally occurring p-p interactions. In addition it will provide a coarse measurement of the LHC luminosity in ATLAS. Ten detector modules have been assembled and subjected to tests, from characterization of bare diamonds to source and beam tests. Preliminary results of beam test in the CERN PS indicate a signal to noise ratio of 14±2.
1. Introduction

One of the worst-case scenarios to be considered during LHC operation is when several proton bunches hit the collimators designed to protect the detectors. Radiation doses from such unlikely accidents amount only to those accumulated during days of normal operation, and as such pose no major contribution to the integrated dose. However, the enormous instantaneous rate might cause detector damage. An early detection of such a disaster developing could provide an abort signal to the LHC machine, preventing it to happen.

In addition, beam gas interactions are also a worry, especially in the early days of LHC running. Common to both of these backgrounds is that they initiate showers, predominantly originating well up- or down-stream of the interaction point. Given two detector stations placed symmetric along the beam pipe on both sides of the interaction point at ± z, shower particles hit the detectors with a time difference Δt = 2z/c. At the highest luminosity, collisions add coincident signals in these detectors every 25 ns. Thus distinction between these two classes of events is best achieved by placing the two stations of the Beam Conditions Monitor (BCM) ~3.8 m apart at z = ± 1.9 m, resulting in Δt of 12.5 ns (Fig. 1). 

In the scope of luminosity measurements [1] BCM can provide valuable complementary information to LUCID [2], the main ATLAS luminosity monitor. BCM information in the trigger, for example, allows correcting for bunch-to-bunch luminosity variation. Also during the commissioning of the LHC collider, when tracking detectors are likely to be switched off, BCM might well be the first detector to report proton collisions inside ATLAS.

2. Requirements

The engineered location of the BCM is inside the Beam Pipe Support Structure (BPSS) of the pixel detector, with the sensors at radius of r ~ 55 mm, about 20 mm from the beam pipe, and |z| = 183.8 cm upstream and downstream of the interaction point, corresponding to a pseudorapidity of η ~ 4.2. One should note that such Δz results in almost ideal Δt of 12.3 ns. 
An estimate [3] predicts ~1 particle per cm2 of sensor from a single 7 TeV proton hitting the TAS collimator. This is to be compared with ~ ½ particle/cm2 resulting from interactions in each bunch crossing (every 25 ns) at LHC design luminosity of 1034 cm-2s-1 [1]. Thus minimum ionizing particle (MIP) sensitivity is indicated for an early detection of incidents, and is a prerequisite for a luminosity assessment. Due to interactions inducing signals almost every 25 ns, timing properties of the signal are paramount: fast rise time (~1 ns), narrow pulse width (~3 ns) and base line restoration in 10 ns to prevent pile-up are sought. The radiation field at this location amounts to about 1015 particles, mostly pions, per cm2 and an ionization dose of ~500 kGy in 10 years of LHC operation. 

An additional constraint stems from the fact that BCM will be integrated into the BPSS and covered with layers of pixel services. This will render it almost inaccessible, with any intervention requiring a disassembly of a substantial part of services, an action unlikely to be approved. The design therefore has to remain simple and robust. 
3. Sensors and Front-End Electronics
Polycrystalline chemical vapour deposition (pCVD) diamonds were chosen as the only sensor material up-to-date, believed to fulfil our requirements in terms of signal speed and radiation hardness. The sensor of choice is the pCVD diamond developed by RD42 [4] and produced by Element Six Ltd. [5]. The timing properties of the ionization current signal are excellent due to the high velocity of carriers (> 107 cm/s) in the envisaged 2 V/μm electric field and short trapping times even before irradiation. Another clear benefit is the very low leakage current of less than 1 nA, allowing operation at room temperature without cooling. Radiation hardness is proven up to fluences of 2.2x1015 p/cm2 with signal degradation of only 15 % [6]. Proprietary radiation hard metallization of the diamonds is applied at Ohio State University. 
The sensor dimensions are 1 cm x 1 cm with the metallization covering 8 mm x 8 mm. Their thickness is around 520 μm, which at a bias of 1000 V provides the sought electric field of 2 V/μm. At 1000 V the typical characteristics of the sensors are a leakage current of less than 100 pA and charge collection distance (CCD) around 220 μm. 

Two back-to-back sensors are assembled (Fig. 2) onto alumina ceramic inserts merging the signal planes. The assembly is glued to a ceramic baseboard supplying high voltage via conducting glue to the bottom diamond backplane and via wire bonds to the top diamond backplane. 

The signal is fed through a 5 cm long 50 Ω transmission line on the PCB (Fig. 3) to the front-end amplifier. In this way the radiation field at the amplifier location is decreased by about 30 %. The front-end [7] designed by Fotec [8] is a two-stage RF current amplifier utilizing the 500 MHz Agilent MGA-62563 GaAs MMIC low noise amplifier in the first stage and the Mini Circuits Gali 52 InGaP HBT broad-band micro-wave amplifier in the second stage. Each stage provides an amplification of about 20 dB, with the first stage exhibiting an excellent noise factor of only 0.9 dB.

Sensors and FE electronics are mounted in a module box (Fig. 3) designed to RF specifications. Each of the amplification stages is isolated in a separate shielded compartment. The signal is fed into a 50 Ω high quality coaxial cable. For tests the signals were digitized with a high bandwidth (> 1 GHz) digital oscilloscope. In ATLAS, digitization will be accomplished with a radiation tolerant ASIC placed behind the calorimeters about 12 m from the modules.
4. Test Results
The prototype assemblies were tested with electrons from 90Sr source, 125 and 200 MeV protons at MGH Boston, and high energy pions at KEK and CERN SPS. The most relevant results are summarized briefly here, for details see Refs. [9-11]:

· Inclining the sensors to 45º resulted in the expected √2 increase of signal and had no effect on noise.

· Two back-to-back sensors on same amplifier input doubled the signal, with noise increasing by ~30 %, so the signal to noise ratio (SNR) improved by ~50 %.

· The timing difference between the two modules exhibited a FWHM of 2.5 ns.

· Limiting the bandwidth at read-out to 200 MHz improved the SNR by 20 % at the expense of 10 % worse timing.

· Off-line processing of recorded wave-forms confirmed that optimum SNR is reached applying a low-pass filter with a pole at 200-400 MHz

· Usage of an irradiated Agilent amplifier (mixed fluence of 5x1014 protons and 5x1014 neutrons/cm2) resulted in amplification loss of 20 % with no change in noise.  

With the final production modules, extensive qualification tests were performed, using a 90Sr source as MIP signal equivalent. The BCM signal is recorded with LeCroy 1 GHz oscilloscope (4 GHz sampling), triggered by a scinitillator behind the diamond sensor. The 200 MHz bandwidth limit of the scope was used. A screen-shot of the signal can be seen in Fig. 4. The signal was taken as the maximum reading in a 2 ns interval, and the noise estimated from baseline fluctuations in a 20 ns interval well in advance of the signal. Noise was found independent of electric field up to 3 V/μm. Good reproducibility of signals has been observed, with signal amplitude being stable to better than 4 % during a 24 hour test. SNR values of ~8 have been routinely obtained at 1000 V bias and perpendicular impact of the electrons.
A peculiar feature has been observed with the diamond leakage current in the BCM module rising by a factor of more than 100 to several 100 nA on a timescale of days. In addition it showed a quite erratic behaviour on timescale of minutes, jumping up and down by factors of almost ten. This yet to be understood phenomenon had been observed before at BaBar at lower electric fields around 1 V/μm [12]. Lucky enough, we have also observed the excess current vanishing if the diamond is placed in a strong magnetic field. Applying a 2 Tesla field as will be present in the ATLAS Inner Detector in a realistic geometry with the BCM module inclined to 45º made the current stay well below 10 nA on a timescale of nearly 3 days (Fig. 5). Furthermore, the noise was shown to be independent of current up to 0.5 μA (Fig. 6).
5. Beam Test with Production Modules

A test-beam campaign was carried out this summer in the CERN PS (T11 and T9) and the CERN SPS (H6 and H8) pion beams. The aim was to thoroughly evaluate all modules produced and select the eight best performing for installation. Four BCM modules were put in the beam at the same time (Fig. 7). Signals from two of them were amplified in the ORTEC FTA810 300 MHz amplifier and read out with the CAEN V1729 12-bit ADC with 2 GHz sampling. Thus complete analogue information was recorded. Signals from other two modules were fed into the NINO, a time-over-threshold chip [13] developed for the ALICE RPC by CERN-MIC. The NINO output was also recorded by the CAEN ADC. Threshold settings were varied run-to-run to study efficiency and noise occupancy under realistic conditions.

An 8 plane (4 horizontal, 4 vertical) silicon telescope was provided by the University of Bonn for precision tracking on an event-by-event basis. The coincidence signal from two plastic scintillators was used to trigger the system. Events from the BCM and silicon telescope were recorded synchronously by their respective DAQ systems and the data matched off-line. 

Care was taken to use as much of the final services as possible. High voltage was supplied by ISEG EHQ-8210, modified to provide 1 nA current monitoring resolution. Low voltages (3 and 11 V) for the amplifiers were sourced from a modified version of the custom made power supplies of ATLAS SCT. The voltages were merged at the source into a single multicore power cable. Signal was led to the amplifier via a 1.5 m stretch of GORE 41 0.19” coaxial cable and 12 m of Heliax FSJ1RN-50B ¼” coaxial cable from ANDREW.
Preliminary analysis results for the PS data are available. The pions had energies of 3.5 (T11) and 12 GeV (T9). Analysis of NINO threshold scans concentrated on efficiency and noise occupancy estimates. Tracks with hits in all silicon telescope planes and good track fit quality were selected. Tracks, which traversed the central 3x5 mm2 region of the diamonds, were used to compute the efficiency, while those missing the diamond by more than 2 mm provided the sample for the noise occupancy estimate. The matching NINO output signal was searched for in a 60 ns time window. An example of hit maps of the telescope and the corresponding NINO signals can be seen in Fig. 8, and the resulting efficiencies and noise occupancies as function of NINO threshold settings in Fig. 9. The efficiency saturates at thresholds below 30 mV with values in excess of 95 % at 20 mV. The median signal is reached at 70 – 90 mV for the different modules. As the full threshold range of the NINO spans 300 mV, usage of an additional amplifier with a gain of ~3 is indicated for the final system. Noise occupancy exceeds the 10-3 level at ~50 mV threshold, contributing about 1 % at 20 mV. This might be influenced by the intrinsic NINO noise at the very low threshold settings used.
Analogue data was evaluated to extract signal and noise figures. In the first attempt 9 runs from the 12 GeV T9 beam were analyzed, containing 79 000 events with good tracks reconstructed by the silicon telescope. Selecting events with a significant (>100 ADC units) BCM response reveals the position of the diamond sensor (Fig. 10). Signal was defined as the highest reading of the 6 data points in a fixed 2.5 ns time window around the peak, and noise was estimated from fluctuations of a single datum preceding the signal. About 8900 events had tracks crossing the central 3.7 x 5.2 mm2 region of the diamond, where signals exhibited a plateau, indicating that particles had traversed both diamonds. For these tracks signal and noise distributions were studied (Fig. 11). The unipolar ORTEC amplifier caused an asymmetry of the noise distribution and reliable noise figures were harder to obtain. Systematic effects were evaluated by varying the fit interval of a Gaussian to positive values of the noise. Variations of ~10 % in the fitted width were observed and the noise value of 19.5 ± 2.5 extracted. The signal distribution exhibits a most probable value of 270, FWHM of the same value, and with a well expressed Landau tail. Thus the signal to noise ratio can be estimated as 14 ± 2, consistent with the high end of source test data, scaled by the expected √2 signal increase as well as with previous test beam results at KEK. Further systematic analysis of the data for all modules is in progress.
6. Integration
BCM modules are mounted into brackets and fixed to the cruciform of the pixel Beam Pipe Support Structure (BPSS - Fig. 12). Signals are routed via coaxial cables (1.4 m Gore 41, 12 m HELIAX FSJ1) to a region where digitization by radiation tolerant electronics can be applied. The back-end ASIC of choice is the time-over-threshold NINO chip [13]. NINO is a differential timing amplifier-discriminator (1 ns peak, 25 ps jitter) with LVDS output width proportional to time-over-threshold (TOT). It features radiation a tolerant design fabricated in a ¼ μm IBM CMOS process. As the TOT response is highly non-linear and saturates rather quickly, the BCM signal is split in 1:12 ratio into two NINO inputs to increase dynamic range.

The 2x8 LVDS outputs of the NINO, encoding time (leading edge) and amplitude (width) of the BCM signals, will be routed to the USA15 service cavern via high-speed optical links. Currently the Xilinx Virtex IV FX140 FPGA is being considered for processing the data. Its specifications in terms of acquisition and processing speed look promising for providing adequate sampling of the BCM signal and processing of data within a bunch crossing. These data will be passed to the 1st level trigger encoded in nine bits and recorded as part of the trigger block. Detection of beam anomalies requires, in addition to detection of coincidences with Δt ~ 12.3 ns within a bunch crossing, the ability to access data from previous crossings to look for trends in data, characteristic for an upcoming beam malfunction. For development and debugging of the algorithms that reliably recognize beam instabilities at an early stage and eventually trigger a beam abort, storage of the data from several beam revolutions into a circular buffer is foreseen. For interesting occurrences, this buffer will be dumped to storage for subsequent off-line processing and correlation analysis with data from the LHC machine.
7. Conclusions
Beam tests of BCM production modules have shown that adequate performance in terms of SNR and timing can be achieved with pCVD diamond sensors and fast RF current amplifiers. The modules are now undergoing final thermo-mechanical tests to select the eight most reliable ones for installation onto the BPSS structure in December 2006. 
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Figure captions
Fig. 1: Sketch of ATLAS detector with two BCM stations at z = ±1.9 m and a sketch of a background event on TAS collimator and genuine interaction event.
Fig. 2: Back-to-back pCVD diamond sensors assembled on ceramics. The signal planes are oriented to the middle and the backplanes to top and bottom of the sensor sandwich. Signal planes are joined by conducting glue and wire-bonded to the transmission line on PCB. The HV connection to bottom plane is made with conducting glue, the top plane is wire bonded to a pad connected to HV with vias.
Fig. 3: Top view of the BCM module box exhibiting the sensors (left), the HV supply line in parallel to the signal transmission line and compartments containing the two amplification stages and the SMA signal connector (right)

Fig. 4: Typical minimum-ionizing particle signal superimposed on base-line fluctuations as recorded by a LeCroy oscilloscope in a 90Sr source test. Noise is estimated from data in the first 20 ns time interval

Fig. 5: Erratic dark currents in diamond sensor assemblies in BCM module at 1000 V. After 1 day (~ 105 s) the module was put in a magnetic field over the weekend.
Fig. 6: RMS of baseline fluctuations vs. BCM module current on an event-by event basis. RMS variations are due to uncertainty of estimates based on 8 significant readings only. No trend of RMS increase with current is observed. Values at 1000 V were taken in two sequences with different values of the erratic dark current.
Fig. 7: Set-up with 4 BCM modules in the H8 CERN SPS beam.
Fig. 8: X-Y of hit on diamond central plane interpolated from the silicon telescope. Top: all tracks. Bottom: tracks with NINO response. The square indicates the 3 x 5 mm2 region for efficiency, the region to the right of vertical line is used for noise occupancy estimates.
Fig 9: Efficiency and noise occupancy vs. NINO threshold settings for 4 BCM modules in the CERN PS beam.
Fig 10: X-Y of hit on diamond central plane interpolated from the silicon telescope for tracks inducing signal > 100 ADC counts in the BCM analogue readout. The square indicates the 3.7 x 5.2 mm2 region for signal and noise evaluation. The halo around the detector is probably due to scattering of the low-energy pions in the BCM. 
Fig 11: Signal (top) and noise (bottom) distributions for events inside the square of Fig. 10. The signal is fitted with a Landau-Gauss convolution with MPV = 271 ADC counts. Positive noise values are fitted with Gaussians, varying the fit interval to estimate the systematic error due to asymmetric amplification. One fit example with x0 = -3 and σ = 19.5 ± 0.5 (χ2/n.d.f. = 80/58) is drawn in the figure.
Fig. 12: Part of the pixel Beam Pipe Support Structure (BPSS) with the four brackets accepting BCM modules during a dry-fit of the first BCM module.
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